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Introduction to Network Science (2018-2019) — PARTIAL EXAM 02 —

WRITE YOUR ANSWERS CLEARLY IN THE BLANK SPACES. Write as if you were trying TO COMMUNICATE SOMETHING IN WRITTEN TO ANOTHER PERSON WHO IS GOING TO EVALUATE WHAT YOU WRITE. IF FOR SOME REASON (FOR EXAMPLE, IF AFTER YOU HAVE WRITTEN THE SOLUTION YOU REALIZE THAT THERE IS SOME MISTAKE THAT YOU WOULD LIKE TO CORRECT) YOU CAN ATTACH AN EXTRA SHEET TO YOUR EXAM. In THIS CASE, INDICATE CLEARLY THAT THE SOLUTION CAN BE FOUND IN THE EXTRA SHEET. Also, YOU MAY USE OTHER SHEETS TO PERFORM YOUR CALCULATIONS.

## Problem 1

3 points
Consider the graph on the right, and a weighted version of Simplified PageRank, in which the weights are provided next to the edges in the figure. These weights, which as you can see are normalized, indicate the proportion in which scores must be distributed through out-links. Denote by $p_{a}, p_{b}, p_{c}$ the final scores of nodes $\mathrm{a}, \mathrm{b}$, and c respectively.

1. (2 points) Write a system of four equations, in which

- the first three equations are the equilibrium equations for each node, indicating that the score of a node is the weighted sum of its incoming scores (or equivalently, that if we do one more iteration we obtain the same scores), and

- the fourth equation indicates that $p_{a}, p_{b}, p_{c}$ form a probability distribution.

2. (1 point) Solve this system of equations to determine $p_{a}, p_{b}, p_{c}$.

Consider a weighted version of the Hubs and Authorities algorithm. Let $G=(V, E, W)$ be a graph, $|V|=N, E \subseteq V \times V$, $W: E \rightarrow \mathbb{R}_{0}^{+}$. Let $f(i)$ denote the total out-weight of a node, $f(i)=\sum_{(i, j) \in E} W(i, j)$ and $b(i)$ the total in-weight of a node, $b(i)=\sum_{(j, i) \in E} W(j, i)$. For all nodes $i \in V$, we define the following:

$$
\begin{array}{rlrl}
h_{0}(i)=\widehat{h_{0}}(i) & =\frac{1}{N} & & \\
a_{k}(i) & =\sum_{(j, i) \in E} h_{k}(j) \cdot \frac{W(j, i)}{f(j)} & (k \geq 0) & h_{k}(i)=\sum_{(i, j) \in E} a_{k-1}(j) \cdot \frac{W(i, j)}{b(j)} \quad(k \geq 1) \\
\widehat{a_{k}}(i) & =\frac{a_{k}(i)}{\sum_{j \in V} a_{k}(j)} & \widehat{h_{k}}(i)=\frac{h_{k}(i)}{\sum_{j \in V} h_{k}(j)}
\end{array}
$$

Define column vectors $\vec{h}_{k}, \overrightarrow{\hat{h}}_{k}, \vec{a}_{k}, \overrightarrow{\hat{a}}_{k}$ as follows:

$$
\vec{h}_{k}=\left[\begin{array}{c}
h_{k}(1) \\
h_{k}(2) \\
\vdots \\
h_{k}(N)
\end{array}\right] \quad \overrightarrow{\widehat{h}}_{k}=\left[\begin{array}{c}
\widehat{h_{k}}(1) \\
\widehat{h_{k}}(2) \\
\vdots \\
\widehat{h_{k}}(N)
\end{array}\right] \quad \vec{a}_{k}=\left[\begin{array}{c}
a_{k}(1) \\
a_{k}(2) \\
\vdots \\
a_{k}(N)
\end{array}\right] \quad \vec{a}_{k}=\left[\begin{array}{c}
\widehat{a_{k}}(1) \\
\widehat{a_{k}}(2) \\
\vdots \\
\widehat{a_{k}}(N)
\end{array}\right]
$$

With these definitions, we can use square matrices $R, S$, of size $N \times N$ to write this computation as a matrix multiplication, $\vec{a}_{k}=R \overrightarrow{\hat{h}}_{k}, \vec{h}_{k}=S \overrightarrow{\vec{a}}_{k-1}$. For the graph on the right, where the numbers next to the edges are the edge weights $W$, provide numerically:

1. (1 point) The matrix $R$
2. (1 point) The vector $\overrightarrow{a_{0}}$ computed by matrix multiplication.
3. (1 point) The matrix $S$


Enumerate all possible ( $\mathrm{s}, \mathrm{t}$ )-cuts in the graph of the right, and indicate the cost of each one.
Write each cut as a sub-set of edges from the set $\{(s, a),(s, b),(a, t),(b, t)\}$.


## Problem 4

Consider the graph on the right.

1. (1 point) Indicate how many nodes are in each k-core of this graph.
2. (1 point) Draw a new graph, having the same nodes and just one additional edge, in which there are no nodes in the 2-core.


## Problem 5

1 point
Provide a brief definition of the betweenness of an edge. You do not need to introduce notation to write this definition, as long as your definition is brief and unambiguous.

